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Natural Language Processing

NLP trains computers to process and understand human 
language

Includes:
• Topic Modelling
• Keyword Extraction
• Named Entity Extraction



The Theory

– Can text analysis/NLP aid archivists in 
arranging and describing large text-based 
archival collections?

– Can these tools be automated for use by 
non-technical users?



Environmental Scan
• NLP projects or tools focused on archival text collections

– 1998: Greenberg, Jane, UNC-CH. “The Applicability of Natural 
Language Processing (NLP) to Archival Properties and Objectives.” 
American Archivist

– 2001-2012: Underwood, William. Georgia Tech 
– 2013: Thomas Padilla, UIUC (MSU): “Topic Modelling Archival 

Materials.” Practical E-Records
– 2013-2014: TOME (Interactive TOpic Model and MEtadata 

Visualization), Georgia Tech 
– 2013-2014: Ed Summer, MITH: Fondz
– 2013-2015 ePADD, Stanford University Libraries







ArchExtract’s Goals:

• web-based
• require no knowledge of the command-line or 

programming 
• create a standard semi-automated workflow for 

archivists 
• provide varying levels of access to users in different 

roles



ArchExtract Implemention

A ruby on rails web-application that:

• packages and manages a number of topic modeling, 
named entity and keyword algorithms

• provides interface to browse and explore the text 
collection



Process Flow for a Collection

Import Preprocess 

Extract Named
Entities

Extract 
Keywords

Run topic 
modeling

Review results Publish for
researchers
to view



Import Collection
Can import pdfs, word docs, and excel files









Preprocess

Reduce overall size of the collection vocabulary

• stop words
• words that only appear once
• part of speech tagging
• tf-idf filtering
• stem words





Run Topic Modeling
• implements mallet to produce topics
• can produce 1-100 topics
• each topic shows the documents that are most closely associated 

with the topic
• no single method – users can use different pre-processes and 

number of topics to find best results









Input Outcomes

Topic Results (Best to Worst)
• Born digital text
• Hand transcribed text
• Uncorrected OCR from printed text

The larger the collection, the better the topics



Extract Named Entities and Keywords

Named Entities
uses the Stanford named entity recognizer 

Keywords
implements algorithms that use the python natural 

language toolkit library (nltk)

Group similar words together using fuzzy 
matching







• after reviewing output, can publish topics and named 
entities

• give researchers and archivist different roles in the web 
application

• assigned role determines the view and functionality 
users can access



Conclusions

• Can text analysis/NLP aid archivists in describing large 
text-based archival collections?

Yes, with caveats
• Can these tools be automated for use by non-technical 

users?
Yes, but more testing needs to be done



Check out the project on github at:
http://github.com/j9recurses/archextract

Email: 
melings@berkeley.edu

Thank you!

http://github.com/j9recurses/archextract
mailto:melings@library.berkeley.edu

